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The EU Policy Context in AI Education
ü In 2018 the Commissionadopted a communication to promote the development of AI in Europe, and in 2019 it

publisheda coordinatedplan on AIςendorsedby the Councilof the EuropeanUnionςto coordinatethe EUMember
States'nationalAIstrategies.

ü Building on this groundwork, in April 2019 the Commissionpublished a set of non-binding Ethics guidelines for
trustworthy AI. Preparedby the Commission'sHigh-LevelExpertGroupon AI,composedof 52 independentexperts,this
documentaimsto offer guidanceon how to foster andsecurethe developmentof ethicalAI systemsin the EU.

ü Thenew Digital EducationAction Plan(2021-2027) outlinesthe European/ƻƳƳƛǎǎƛƻƴΩǎvisionfor high-quality, inclusive
and accessibledigital educationin Europeto foster the developmentof a high-performingdigital educationecosystem
andenhancedigitalskillsandcompetencesneededfor digital transformation.

ü Aspart of its digital strategy,the EuropeanCommissionhasproposeda comprehensivelegalframeworkfor AI (AI Act)
laying down mandatory requirementsfor άƘƛƎƘ-ǊƛǎƪέAI systemsin severalareas,includingeducationand vocational
training. This will build on the EU regulatory and policy developmentson AI and data, which include the Ethics
Guidelinesfor Trustworthy AI presentedin 2019 by the High-LevelExpertGroup on AI (AI HLEG),the GeneralData
ProtectionRegulation(GDPR)andthe proposalfor a DataAct.

ü AsAI systemsincreasinglyaffect all aspectsof humanactivity, it seemsessentialthat educatorsunderstandhow to use
AItools in anethicalwayin their teachingandtheirǎǘǳŘŜƴǘǎΩlearningacrossthe EU.

ü Under Priority 1: Fosteringthe developmentof a high-performing digital educationecosystem,the Digital Education
Action Planoutlines a set of actionsto foster the developmentof a highperformingdigital educationecosystem. This
includesa specificaction to developethicalguidelineson the useof AI anddata in educationand training to be shared
with educatorsandschoolleaders.

ü Tohelp tacklethesechallenges,in October2022the CommissionpublishedEthicalguidelineson the useof AI anddata
in teachingand learningfor educators.



In 2019, the Councilof 9ǳǊƻǇŜΩǎCommittee of Ministers adopted a recommendationon
digital citizenshipeducationin whicha keyfocuswasthe applicationof artificial intelligence
(AI) in educational contexts: άAI, like any other tool, offers many opportunities but also
carrieswith it many threats, which make it necessaryto take human rights principlesinto
accountin the earlydesignof its application. Educatorsmust be aware of the strengthsand
weaknessesof AI in learning,soas to be empoweredςnot overpoweredςby technologyin
their digital citizenshipeducationpractices. AI, via machinelearningand deeplearning,can
enrich educationΧBy the same token, developmentsin the AI field can deeply impact
interactions between educators and learners and among citizens at large, which may
underminethe verycoreof education,that is, the fosteringof free will and independentand
critical thinking via learningopportunitiesΧAlthoughit seemsprematureto makewideruse
of AI in learningenvironments,professionalsin educationand schoolstaff shouldbe made
aware of AI and the ethical challengesit posesin the contextof schools. (Councilof Europe
2019)
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ü Oxford EnglishDictionary, 2006: The capacityof computers or other machinesto exhibit or simulate intelligent behaviour. Stanford
University,2016: Abranchof computersciencethat studiesthe propertiesof intelligenceby synthesizingintelligence.

ü OECD,2019: An AI system is a machine-based system that can, for a given set of human-defined objectives, make predictions,
recommendations,or decisionsinfluencingrealor virtual environments. AIsystemsaredesignedto operatewith varyinglevelsof autonomy.

ü Councilof Europe,2021: A set of sciences,theoriesand techniqueswhosepurposeis to reproduceby a machinethe cognitiveabilitiesof a
humanbeing. Currentdevelopmentsaim,for instance,to be ableto entrusta machinewith complextaskspreviouslydelegatedto a human.

ü EuropeanUnion, 2021: Softwarethat is developedwith one or more of the techniquesand approacheslisted in AnnexI [(a) Machine
learning approaches,including supervised,unsupervisedand reinforcementlearning, using a wide variety of methods including deep
learning; (b)Logic- andknowledge-basedapproaches,includingknowledgerepresentation,inductive(logic)programming,knowledgebases,
inferenceand deductiveengines,(symbolic)reasoningand expert systems; (c) Statistical approaches,Bayesianestimation, searchand
optimization methods. and can, for a given set of human-defined objectives, generate outputs such as content, predictions,
recommendations,or decisionsinfluencingthe environmentstheyinteractwith].

ü ParliamentaryAssemblyof the Councilof Europe,2021: Computer-basedsystemsthat canperceiveandderivedatafrom their environment,
andthen usestatisticalalgorithmsto processthat datain order to produceresultsintendedto achievepre-determinedgoals. Thealgorithms
consistof rules that may be establishedby humaninput, or set by the computer itself, whichάǘǊŀƛƴǎέthe algorithm by analysingmassive
datasetsandcontinuesto refine the rulesasnew datais received.

ü UNICEF,2021: Machine-basedsystemsthat can,givena set of human-definedobjectives,makepredictions,recommendations,or decisions
that influencereal or virtual environments. AI systemsinteract with usandact on our environment,either directly or indirectly. Often, they
appearto operateautonomously,andcanadapttheir behaviourby learningabout the context.

ü UNESCO,2021: AI systemsare information-processingtechnologiesthat integratemodelsand algorithmsthat producea capacityto learn
andto perform cognitivetasksleadingto outcomessuchaspredictionanddecision-makingin materialandvirtual environments. AI systems
aredesignedto operatewith varyingdegreesof autonomyby meansof knowledgemodellingandrepresentationandby exploitingdataand
calculatingcorrelations.
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Ethical considerations for AI and data in education and training
Theethicsof AI is not only abouthow we usetechnology, but it is alsoabout why and for what reasonwe use

AIanddatato supportteaching,learningandassessment.
ü Fourdifferent but interdependentethicalconsiderationsthat needto be taken into accountwhen usingAI

anddatain educationandtraining: agency,socialfairness,humanityand justified choice.
ü The developmentaldimension of education is centrally concernedwith the question of how a person

becomesa competent actor in a social and increasinglytechnology-mediated world. This question is
approachedusingthe conceptof agency.

ü Thedistribution of rights, responsibilities,resources,and power amongdifferent socialgroupsgeneratesa
social dimension in ethics. The ethical challengesrelated to this are captured in the concept of social
fairness.

ü Ethicsisalsoaboutwhat it is to be a human. Tobe anethicalhumanrequiresthat we respectothersandtry
to understandthe world through the eyesof others. This implies openness,humility, and willingnessto
listen and learn. It alsoimpliesthat all humanshavedignity and cannotbe treated asa meansto an end.
Thisaspectof ethicsisabouthumanity.

ü Ethicsis deeplylinkedwith our ideason what countsasknowledge,fact, and evidence,andhow thesecan
be usedto justify arguments. Thisaspectof ethicsis concernedwith questionson an acceptableargument,
the conceptof rationality,andthe processesthat areusedto negotiatedifferent pointsof viewanddifferent
valuesystems. Thisrequirestransparencyand leadsto participatoryand collaborativemodelsof decision-
making. Thisiscapturedwith the conceptof justified choice.



AI and Data Use Examples in Education

üThe use of AI systemsin classroomsacrossEuropeis growing and AI is being used in
different waysto supportteaching,learningandassessmentpractices.

üEthical guidelines on the use of AI and data in teaching and learning for educators
providesfour use-caseswhicharecategorisedas:

VStudentTeachingςUsingAI to teachstudents(student-facing);
VStudentSupporting- UsingAI to supportstudentlearning(student-facing);
VTeacherSupportingςUsingAI to supportthe teacher(teacher-facing);
V SystemSupportingςUsing AI to support diagnosticor system-wide planning (system-

facing)







Key Requirements for Trustworthy AI - are recommendable for any AI system deployed and used 

in education. They address important concerns, such as the risk of bias or error affecting educational outcomes: 

üHuman agencyand oversight including fundamental rights,ŎƘƛƭŘǊŜƴΩǎrights, human agency,and human
oversight.

üQuestionsfor Educators:



üTransparencyincludingtraceability,explainabilityandcommunication.
üQuestionsfor Educators:



üDiversity, non-discrimination and fairness including accessibility,universal design, the
avoidanceof unfair bias,and stakeholderparticipation,which allowsuse regardlessof age,
gender,abilities,or characteristics- with a particularfocusfor studentswith specialneeds.
üQuestionsfor Educators:



üSocietal and environmental wellbeing including sustainability and environmental
friendliness,socialimpact,society,anddemocracy.
üQuestionsfor Educators:


