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The EU Policy Context in AI Education
➢ In 2018 the Commission adopted a communication to promote the development of AI in Europe, and in 2019 it

published a coordinated plan on AI – endorsed by the Council of the European Union – to coordinate the EU Member
States' national AI strategies.

➢ Building on this groundwork, in April 2019 the Commission published a set of non-binding Ethics guidelines for
trustworthy AI. Prepared by the Commission's High-Level Expert Group on AI, composed of 52 independent experts, this
document aims to offer guidance on how to foster and secure the development of ethical AI systems in the EU.

➢ The new Digital Education Action Plan (2021-2027) outlines the European Commission’s vision for high-quality, inclusive
and accessible digital education in Europe to foster the development of a high-performing digital education ecosystem
and enhance digital skills and competences needed for digital transformation.

➢ As part of its digital strategy, the European Commission has proposed a comprehensive legal framework for AI (AI Act)
laying down mandatory requirements for “high-risk” AI systems in several areas, including education and vocational
training. This will build on the EU regulatory and policy developments on AI and data, which include the Ethics
Guidelines for Trustworthy AI presented in 2019 by the High-Level Expert Group on AI (AI HLEG), the General Data
Protection Regulation (GDPR) and the proposal for a Data Act.

➢ As AI systems increasingly affect all aspects of human activity, it seems essential that educators understand how to use
AI tools in an ethical way in their teaching and their students’ learning across the EU.

➢ Under Priority 1: Fostering the development of a high-performing digital education ecosystem, the Digital Education
Action Plan outlines a set of actions to foster the development of a highperforming digital education ecosystem. This
includes a specific action to develop ethical guidelines on the use of AI and data in education and training to be shared
with educators and school leaders.

➢ To help tackle these challenges, in October 2022 the Commission published Ethical guidelines on the use of AI and data
in teaching and learning for educators.



In 2019, the Council of Europe’s Committee of Ministers adopted a recommendation on
digital citizenship education in which a key focus was the application of artificial intelligence
(AI) in educational contexts: “AI, like any other tool, offers many opportunities but also
carries with it many threats, which make it necessary to take human rights principles into
account in the early design of its application. Educators must be aware of the strengths and
weaknesses of AI in learning, so as to be empowered – not overpowered – by technology in
their digital citizenship education practices. AI, via machine learning and deep learning, can
enrich education … By the same token, developments in the AI field can deeply impact
interactions between educators and learners and among citizens at large, which may
undermine the very core of education, that is, the fostering of free will and independent and
critical thinking via learning opportunities … Although it seems premature to make wider use
of AI in learning environments, professionals in education and school staff should be made
aware of AI and the ethical challenges it poses in the context of schools. (Council of Europe
2019)
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➢ Oxford English Dictionary, 2006: The capacity of computers or other machines to exhibit or simulate intelligent behaviour. Stanford
University, 2016: A branch of computer science that studies the properties of intelligence by synthesizing intelligence.

➢ OECD, 2019: An AI system is a machine-based system that can, for a given set of human-defined objectives, make predictions,
recommendations, or decisions influencing real or virtual environments. AI systems are designed to operate with varying levels of autonomy.

➢ Council of Europe, 2021: A set of sciences, theories and techniques whose purpose is to reproduce by a machine the cognitive abilities of a
human being. Current developments aim, for instance, to be able to entrust a machine with complex tasks previously delegated to a human.

➢ European Union, 2021: Software that is developed with one or more of the techniques and approaches listed in Annex I [(a) Machine
learning approaches, including supervised, unsupervised and reinforcement learning, using a wide variety of methods including deep
learning; (b) Logic- and knowledge-based approaches, including knowledge representation, inductive (logic) programming, knowledge bases,
inference and deductive engines, (symbolic) reasoning and expert systems; (c) Statistical approaches, Bayesian estimation, search and
optimization methods. and can, for a given set of human-defined objectives, generate outputs such as content, predictions,
recommendations, or decisions influencing the environments they interact with].

➢ Parliamentary Assembly of the Council of Europe, 2021: Computer-based systems that can perceive and derive data from their environment,
and then use statistical algorithms to process that data in order to produce results intended to achieve pre-determined goals. The algorithms
consist of rules that may be established by human input, or set by the computer itself, which “trains” the algorithm by analysing massive
data sets and continues to refine the rules as new data is received.

➢ UNICEF, 2021: Machine-based systems that can, given a set of human-defined objectives, make predictions, recommendations, or decisions
that influence real or virtual environments. AI systems interact with us and act on our environment, either directly or indirectly. Often, they
appear to operate autonomously, and can adapt their behaviour by learning about the context.

➢ UNESCO, 2021: AI systems are information-processing technologies that integrate models and algorithms that produce a capacity to learn
and to perform cognitive tasks leading to outcomes such as prediction and decision-making in material and virtual environments. AI systems
are designed to operate with varying degrees of autonomy by means of knowledge modelling and representation and by exploiting data and
calculating correlations.

Defining AI



Ethical considerations for AI and data in education and training
The ethics of AI is not only about how we use technology, but it is also about why and for what reason we use

AI and data to support teaching, learning and assessment.
➢ Four different but interdependent ethical considerations that need to be taken into account when using AI

and data in education and training: agency, social fairness, humanity and justified choice.
➢ The developmental dimension of education is centrally concerned with the question of how a person

becomes a competent actor in a social and increasingly technology-mediated world. This question is
approached using the concept of agency.

➢ The distribution of rights, responsibilities, resources, and power among different social groups generates a
social dimension in ethics. The ethical challenges related to this are captured in the concept of social
fairness.

➢ Ethics is also about what it is to be a human. To be an ethical human requires that we respect others and try
to understand the world through the eyes of others. This implies openness, humility, and willingness to
listen and learn. It also implies that all humans have dignity and cannot be treated as a means to an end.
This aspect of ethics is about humanity.

➢ Ethics is deeply linked with our ideas on what counts as knowledge, fact, and evidence, and how these can
be used to justify arguments. This aspect of ethics is concerned with questions on an acceptable argument,
the concept of rationality, and the processes that are used to negotiate different points of view and different
value systems. This requires transparency and leads to participatory and collaborative models of decision-
making. This is captured with the concept of justified choice.



AI and Data Use Examples in Education

➢ The use of AI systems in classrooms across Europe is growing and AI is being used in
different ways to support teaching, learning and assessment practices.

➢ Ethical guidelines on the use of AI and data in teaching and learning for educators
provides four use-cases which are categorised as:

✓ Student Teaching – Using AI to teach students (student-facing);
✓ Student Supporting - Using AI to support student learning (student-facing);
✓ Teacher Supporting – Using AI to support the teacher (teacher-facing);
✓ System Supporting – Using AI to support diagnostic or system-wide planning (system-

facing)







Key Requirements for Trustworthy AI - are recommendable for any AI system deployed and used 

in education. They address important concerns, such as the risk of bias or error affecting educational outcomes: 

➢ Human agency and oversight including fundamental rights, children’s rights, human agency, and human
oversight.

➢ Questions for Educators:



➢Transparency including traceability, explainability and communication.
➢Questions for Educators:



➢Diversity, non-discrimination and fairness including accessibility, universal design, the
avoidance of unfair bias, and stakeholder participation, which allows use regardless of age,
gender, abilities, or characteristics - with a particular focus for students with special needs.

➢Questions for Educators:



➢ Societal and environmental wellbeing including sustainability and environmental
friendliness, social impact, society, and democracy.

➢Questions for Educators:



➢Privacy and data governance including respect for privacy, quality and integrity of data, and
access to data.

➢Questions for Educators:



➢Technical robustness and safety including resilience to attack, security and general safety,
accuracy, reliability, and reproducibility.

➢Questions for Educators:



➢Accountability including auditability, minimisation and reporting of negative impact, trade-offs, and redress.

The considerations and requirements can help educators, school leaders and technology providers to adequately
assess the impact, address the potential risks, and realise the benefits of an AI system deployed and used in
education. As such they guide the development, deployment and use of trustworthy AI systems.

➢Questions for Educators:



Emerging Competences for Ethical use of AI and data
➢ Educators and school leaders play a central role in the successful adoption of AI systems and in

realising the potential benefits of digital data in education.
➢ This will lead to the development of new digital competences to be considered in the context of the

European Framework for the Digital Competence of Educators (DigCompEdu) which provides a
general reference framework to support the development of educator-specific digital competences in
Europe.

➢ Some potential indicators of the emerging educator and school leader competences for ethical use of
AI and data in teaching and learning:

❑Area 1: Professional Engagement Using digital technologies for communication, collaboration, and
professional development

❑Area 2: Digital resources Sourcing, creating, and sharing digital resources
❑Area 3: Teaching and Learning Managing and orchestrating the use of digital technologies in teaching

and learning.
❑Area 4: Assessment Using digital technologies and strategies to enhance assessment.
❑Area 5: Empowering Learners Using digital technologies to enhance inclusion, personalisation, and

learners’ active engagement.
❑Area 6: Facilitating learners’ digital competence Enabling learners to creatively and responsibly use

digital technologies for information, communication, content creation, wellbeing and problem-solving








